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ABSTRACT

Increasing concerned by authorities in developed and developing economies on environmental cleanliness cause government additional spending. Economic activities are achieved at the cost of environmental pollution and degradation. The aim of this study is to investigate how energy use affects the environment in the short and long run and government effort to deal with the resulting effect in Malaysia. This paper develops autoregressive distributive lag (ARDL) approach in analyzing the time series data from 1980–2017. The results show that energy consumption affect the environment in short and the long run and government spending do little to tackle the problem. The study proposes a shift from existing energy use to energy friendly by investing in renewable energy among others.

Contribution/ Originality: The contribution is findings energy use pollutes the environment and evaluate government spending towards alleviating the pollution. In literature, we elaborate on Malaysia environmental pollution. The robust methodology applies and no study conducted by acknowledging government spending on Malaysia pollution. Finally, documents the use of cost-effective renewable energy and modern technology.

1. INTRODUCTION

Draught, global warming and air pollution is the epicenter of global concerns over the past decades and the major causes of these problems have attributed to economic activities associated with carbon dioxide (CO2) emissions. The IPCC (2013) highlights the implication of CO2 emissions towards green-house gas (GHG) emissions. It reports that 76.7% of GHG emissions consist of CO2 emissions produced largely by developing nations whose purpose is to accelerate their growth rate and upsurge their gross domestic product in order to accomplish better economic situations. Therefore, understanding the aims behind the CO2 emissions of developing economies is of paramount importance for policy makers. Paris agreement by 195 nations under the UNCC (2015) reached an agreement to dealt with greenhouse gas emission starting in the year 2020. Malaysia as a developing economy would not be excluded.
The environmental Kuznets curve (EKC) hypothesis suggests that there is an N-shaped relationship between environmental pollution and economic growth. This entails that environmental pollution increases at the initial stage of economic growth and then starts to decline during the later stages of growth (Ozturk and Acaravci, 2010). Over the last decade, the relationship between environmental pollutants and economic growth has been extensively tested in the energy economics literature using the EKC hypothesis (e.g. Alam et al. (2011)). The EKC hypothesis postulate that when as a country’s income level rises, environmental pollution of the country escalate at the initial stage of development, then after reaches to a certain point it starts to decline (Dinda, 2004).

The pollution haven hypothesis postulates that industries that are not environmentally concerned migrate from advanced and high income economies to middle and low income nations through the trading of goods and services. The dissemination, transfer, and diffusion of FDI inflows with outdated and polluting technologies, goods, and services to the less developed countries become the most important part of the challenge to attain the sustainable development goals (SDGs). However, over three decades Malaysia become one of the largest recipients of FDI and tourism in Asia these expand economic activities thereby increasing energy use and resulting to environmental pollution.

Considering the importance of climate change mitigation and its impacts, as emphasized in sustainable development goals (SDG) 13, the effect of investments inflows, economic development, and energy consumption on greenhouse gas emissions in developing countries needs further attention to be able to alleviate the impacts. The rest of the study is organized as follows. Empirical studies from the literature are discussed in Section 2, Section 3 provides the data and methodology of the study; empirical results are provided in Section 4, and Section 5 consists of the conclusion.

2. LITERATURE REVIEW

Studies on pollution haven hypothesis (Behera and Dash, 2017; Solarin et al., 2017) confirm the validity of this hypothesis. Solarin et al. (2017) confirmed the pollution haven for Ghana employing the autoregressive distributed lag (ARDL) bounds testing approach. Ang (2007) examine the existence of EKC hypothesis in France by using autoregressive distributed lag (ARDL) bounds testing approach and the outcomes of the study validate the presence of the cointegration between CO$_2$ emissions, energy consumption, and economic growth. Jaunky (2011) examine the existence of EKC hypothesis for 36 high take-home countries by adopting Narayan and Narayan (2010) approach and state that EKC is valid for the case of United Kingdom, Malta, Portugal, Oman, and Greece for the period of 1980–2005.

Sun et al. (2017) examined the influence of FDI inflows, energy use, economic growth, economic freedom, financial development, urbanization, and trade openness on CO$_2$ emissions employing ARDL model. The study established the validity of the pollution haven in China and the positive effect of FDI inflows emanated from the huge contribution of the manufacturing sector, mining and electricity shifted from the advanced countries.

In addition, using the fully modified ordinary least squares (FMOLS) and dynamic ordinary least squares regression, Behera and Dash (2017) established a positive effect of FDI inflows and the energy consumption on CO$_2$ emissions in 17 south and southeast Asian countries, hence, confirming the pollution haven hypothesis. Zakarya et al. (2015) found a long-run influence of FDI inflows, energy consumption on CO$_2$ emissions in Russia, Brazil, India, and China, consequently, confirming the pollution haven hypothesis through panel causality and FMOLS regression.

On the contrary, studies conducted by Zhang and Zhou (2016) and Zhu et al. (2016) disregards the pollution haven hypothesis. Zhu et al. (2016) used panel quantile regression to investigate the heterogeneous impact of FDI inflows, energy consumption, and economic growth on CO$_2$ emissions in Malaysia, Indonesia, Philippines, Singapore, and Thailand from 1981 to 2011. The study established an insufficient ground for the pollution haven hypothesis and however found the halo effect hypothesis in huge emission countries.
Zhang and Zhou (2016) maintain that FDI inflows with latest technologies largely contribute to CO₂ emissions lessening in China rather than environmental pollution. Dasgupta et al. (2002) and Dean (2004) found that less developed countries depend on sophisticated technology transfer through FDI inflows from advanced countries as their main primary source of acquiring technology. Henceforth, clean and upgrading from out-of-date to modern technologies help to decrease carbon emission levels.

Recently, Apergis and Ozturk (2014) investigate the validity of EKC hypothesis for 14 Asian countries from of 1990–2011 by using panel data methodology and outcomes support the presence of an inverted U-shaped association between CO₂ emissions and income per capita. The rationality of the Kuznets curve in Vietnam is examined by Al-Mulali et al. (2015) from 1981–2011. Results of the study show a positive association between air pollution and economic growth both in the short and the long run which explains that the EKC hypothesis is not valid in Vietnam.

Nasir and Rehman (2011) investigate the relationship between air pollution, energy consumption, economic growth, and trade openness for the case of Pakistan, a developing country, for the period of 1972–2008 and suggest that these variables have long-run equilibrium relationship. Jalil and Feridun (2011) study the interactions between carbon emissions, economic growth, energy consumption, international trade, and financial development in China for the period of 1953–2006. Results confirm the long-run equilibrium relationship among variables used in the study and suggest the relevance of the EKC hypothesis. Findings also show that financial development effects air pollution negatively which means financial development of China causes a decrease in carbon emissions level. On the other hand, Du et al. (2012) study the relationship between carbon emissions, economic growth, urbanization, energy usage, technological improvement and trade openness for the case of China as well from 1995–2009 and, in contrast to Jalil and Feridun (2011) conclude that EKC hypothesis does not exist for the case of the Chinese economy.

Perkins and Neumayer (2009) verified the relationship between 114 economies and their FDI and CO₂ emission efficacy. The result shows that the “dirtier” economies improve their environment proficiency faster when they implement environmentally sound technologies and policies similar to those in “cleaner” countries, resulting in catch-up. Atici (2012) found that FDI has a small negative but significant effect, indicating that FDI does not tend to increase pollution levels in the region. And, FDI has an alleviating impact on the groups of developed countries, suggesting that FDI invests primarily in non-polluting sectors of these countries.

Asghari (2013) tested the validity of pollution haven and halo pollution hypotheses in the context of FDI by analyzing the correlation between carbon emissions and FDI inflow of seven Middle Eastern and North African (MENA) countries during the period of 1980-2011. The results show that FDI inflow has a weak and statistically significant negative relationship with CO₂ emission, which suggests weak support for the halo pollution hypothesis. Zhu et al. (2016) indicated that the effect of FDI on carbon emissions is negative in the middle and high emissions countries of the Association of South East Asian Nations (ASEAN), which supports the halo effect hypothesis.

3. DATA METHODOLOGY AND RESULT

3.1. Data

The data used in this study are annual figures that cover the period of 1980–2017. Carbon dioxide emissions metric tons per capita, gross domestic product constant 2005 US$, energy use (kt of oil equivalent), general government final expenditure (constant 2010 US$), and total population ages (15–65 total) data is collected from WDI (2018).

The functional relationship between CO₂ emissions, energy consumption, economic growth, government expenditure, and total population can be represented in Equation \[1\]

\[ LC_{t} = \beta_{0} + \beta_{1} \text{ENCN}_{t} + \beta_{2} \text{LGDPC}_{t} + \beta_{3} \text{LGEXC}_{t} + \beta_{4} \text{LPOTL}_{t} + \varepsilon_{t} \]  \[1\]
where $\text{LCO}_2\text{MT}_t$, $\text{LENCN}_t$, $\text{LGDP}_C_t$, $\text{LGEXC}_t$, and $\text{LPOTL}_t$ are the logarithmic forms of CO2 emissions, energy consumption, gross domestic product, government expenditure, and total population, respectively.

### 3.2. Unit root test

Time series analysis requires series to be stationary and in deciding the order of integration of the series. Maddala and Kim (1998) present an impression of different stationarity test proposed in the literature. The diverse tests have weaknesses and strength under dissimilar circumstances. The most effective and generally applied unit root tests are Augmented Dickey-Fuller (ADF) test after Dickey and Fuller (1979) and Phillips-Perron (PP) test, after Phillips and Perron (1988). The ADF test is augmented from earlier adaptation as DF test. Assumed, the first order Autoregressive process of $Y$:

$$Y_t = \alpha_1 Y_{t-1} + \epsilon_t$$ \[2\]

$$\Delta Y_t = \rho Y_{t-1} + \epsilon_t$$ \[3\]

$$Y_t = \alpha_1 Y_{t-1} + \epsilon_t$$ \[4\]

$$Y_t - Y_{t-1} = \alpha_1 Y_{t-1} - Y_{t-1} + \epsilon_t$$ \[5\]

$$\Delta Y_t = (\alpha_1 - 1)Y_{t-1} + \epsilon_t$$ \[6\]

where $Y$ is coefficient, $\alpha_1$ stands for parameter and $\epsilon_t$ represents white noise error term. Series $Y$ assumed stationary in the absence of unit root. Meaning that the characteristic root of the processes: $\alpha_1 < 0$ (or $\rho < 1$), and non-stationary if $\alpha_1 = 1$. By subtracting from $Y_{t-1}$ from Equation \([2-6]\) the basic test is carried on.

### 3.3. Bounds Test for Level Relationship

The bounds test within the ARDL approach is conducted in order to investigate the long-run level relationship between the variables. ARDL approach is proposed by Pesaran et al. (2001) and can be applied regardless of the integration order of the regressors whether independent variables are purely I (0), purely I (1), or mutually co-integrated. The ARDL mechanism suggests the estimation of the following error correction model (ECM);

$$\Delta \text{LCO}_2\text{MT}_t = \alpha_{0y} + \sum_{i=1}^{n} b_{iy} \Delta \text{LCO}_2\text{MT}_{t-i} + \sum_{i=0}^{n} c_{iy} \Delta \text{LENCN}_{t-i} + \sum_{i=0}^{n} d_{iy} \Delta \text{LGDP}_C_{t-i} +$$

$$+ \sum_{i=0}^{n} e_{iy} \Delta \text{LGEXC}_{t-i} + \sum_{i=0}^{n} f_{iy} \Delta \text{LPOTL}_{t-i} + \delta_{1y} \text{LCO}_2\text{MT}_{t-i} + \delta_{2y} \text{LENCN}_{t-i} +$$

$$+ \delta_3 \text{LGDP}_C_{t-i} + \delta_4 \text{LGEXC}_{t-i} + \delta_5 \text{LPOTL}_{t-i} + \epsilon_{1t}$$ \[7\]

Where $\alpha_{0y}$ is the intercept and $\epsilon_{1t}$ is the error term. First and the second parts of the equation represent error correction dynamics and the long-run relationship, respectively. The null hypothesis of the bounds test is $\delta_{1y} = \delta_2 = \delta_3 = \delta_4 = \delta_5 = 0$ which suggests the long-run relationship of the variables where the alternative
hypothesis is $\delta_3 \neq \delta_2 \neq \delta_3 \neq \delta_4 \neq \delta_5 = 0$. The computed F-statistics is compared with the critical values of Narayan and Smyth (2005).

After revealing the long-run relationship between variables, ECM is employed in order to estimate short-run coefficients and error correction term. The ECM can be represented as follows;

$$
\Delta LCO_2 MT_t = a_0 + \sum_{i=1}^{n} b_{i\gamma} \Delta LCO_2 MT_{t-i} + \sum_{i=0}^{n} c_{i\gamma} \Delta LENCN_{t-i} + \sum_{i=0}^{n} d_{i\gamma} \Delta LGDPC_{t-i} + \\
+ \sum_{i=0}^{n} e_{i\gamma} \Delta LGEXC_{t-i} + \sum_{i=0}^{n} f_{i\gamma} \Delta LPOTL_{t-i} + \rho ECT_{t-1} + \varepsilon_t \quad [8]
$$

Where $ECT_{t-1}$ indicates the error correction term which denotes the speed of adjustment to the long run equilibrium level. The goodness of fit of the model is tested by the diagnostic and stability tests. Diagnostic tests help to examine the model for the existence of a serial correlation, functional form, normality, and heteroscedasticity. Pesaran and Pesaran (1997) suggest conducting Brown et al. (1975) cumulative sum (CUSUM) and the cumulative sum of squares (CUSUMSQ) test for the stability of the model. An ARDL model is as shown in Equation [9]

$$
\Delta Y_t = \beta_0 + \beta_1 \Delta Y_{t-1} + \beta_2 \Delta Y_{t-2} + \cdots + \beta_n \Delta Y_{t-n} + \gamma_1 Y_{t-1} + \gamma_2 Y_{t-2} + \cdots + \gamma_n Y_{t-n} + \varepsilon_t \quad [9].
$$

4. EMPIRICAL RESULTS

4.1. Descriptive Statistics

This section provides the explanation about the reliability as well as the degree of confidence of the employed data. Before estimating the carbon emission model, this study first described the summary of statistics for all variables utilized in the study.

Table 1, the data for Malaysia is normally and evenly dispersed. For instance, the mean value, 0.6833 for carbon emission $LCO_2 MT$ (metric tons per capita) variable corresponds to the standard deviation of 0.2166. This means, on the average at least 0.68 percent carbon emission (in metric tons per capita) were discharged by various economic activities put together and however, on the minimum 0.30 percent and a maximum of 1.03 carbon emission are discharge. Besides, energy consumption ($LENCN$) averagely is 3.25 and the standard deviation is 0.18, meaning the rate of energy use (kg of oil equivalent per capita) due fluctuate over time in response to the volume of economic activities, and the maximum rate of energy use is 3.47 and minimum of 2.93.

Similarly, the average value of $LGDPC$ is USD11.13 relates to the standard deviation of 0.27 and the maximum of growth is USD11.56 billion at a time, while the minimum growth overtime is USD10.66 billion, meaning that investments are fast growing. In addition, the mean value of $LPOTL$ is 7.13, which correspond to the standard deviation of 0.13, and the maximum value of 7.34 and a minimum value of 6.89, this demonstrates the rapidly growing population in the major cities in Malaysia overtime. Equally, government spending $LGEXC$ increases overtime indicating commitment towards growth and development. These justify that the standard deviation is lower than the mean for the observations. It means that the observation is closer to the mean. Therefore, the observation is normally distributed.
Table 1. Descriptive statistics

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Median</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>LC02MT</td>
<td>2.5833</td>
<td>2.7500</td>
<td>0.3073</td>
<td>1.0344</td>
<td>0.2166</td>
</tr>
<tr>
<td>LENCN</td>
<td>3.2553</td>
<td>3.2983</td>
<td>2.9354</td>
<td>3.4728</td>
<td>0.1813</td>
</tr>
<tr>
<td>LGDPCN</td>
<td>11.1388</td>
<td>11.1777</td>
<td>10.6606</td>
<td>11.5615</td>
<td>0.2771</td>
</tr>
<tr>
<td>LPOTL</td>
<td>7.1329</td>
<td>7.1423</td>
<td>6.8950</td>
<td>7.3413</td>
<td>0.1387</td>
</tr>
<tr>
<td>LGEXC</td>
<td>10.2140</td>
<td>10.1623</td>
<td>9.7905</td>
<td>10.6754</td>
<td>0.2816</td>
</tr>
</tbody>
</table>

4.2. Correlation Analysis

Table 2 shows the correlation between LC02MT as the dependent variable and the independent variable of interest LENCN indicate a strong positive correlation and statistically significant. This finding is similar to Soytas et al. (2007); Soytas and Sari (2009); Zhang and Cheng (2009) and Ang (2007).

In addition, in the case of LC02MT and LGDPCN indicate strong positive correlation and statistically significant. This finding is in line with the results of Koçak and Şarkgüneşi (2017); Ozturk et al. (2010); Lee and Chang (2008); Shiu and Lam (2004). Thus LC02MT with the remaining control variables LGEXC and LPOTL shows positive correlation and statistically significant, respectively.

Table 2. Correlation analysis for Malaysia

<table>
<thead>
<tr>
<th>Variables</th>
<th>LC02MT</th>
<th>LENCN</th>
<th>LGDPCN</th>
<th>LGEXC</th>
<th>LPOTL</th>
</tr>
</thead>
<tbody>
<tr>
<td>LC02MT</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LENCN</td>
<td>0.9834</td>
<td>1.0000</td>
<td>0.9904</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0000)</td>
<td></td>
<td></td>
<td>(0.0043)</td>
<td>0.0029</td>
<td></td>
</tr>
<tr>
<td>LGDPCN</td>
<td>0.9847</td>
<td>0.9904</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0043)</td>
<td>(0.0029)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LGEXC</td>
<td>0.9471</td>
<td>0.9585</td>
<td>0.9801</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>(0.0701)</td>
<td>(0.0042)</td>
<td>(0.0037)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPOTL</td>
<td>0.9705</td>
<td>0.9846</td>
<td>0.9963</td>
<td>0.9858</td>
<td>1.000000</td>
</tr>
<tr>
<td>(0.0036)</td>
<td>(0.0025)</td>
<td>(0.0013)</td>
<td>(0.0059)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Figures in parenthesis represents p-values.

Since the ARDL specification in Equation [1]-[9] requires that some variables should be integrated at level I(0) and others at order one I(1), herein investigate the stationarity status of the variables using both the augmented Dickey-Fuller (ADF) and the Phillips–Perron (PP) tests for unit roots. The null hypothesis tested is that the variable under investigation has a unit root against the alternative that it does not. In each case, the lag-length is chosen using the Akaike Information Criteria (AIC) after testing at the level and for first-order serial correlation in the residuals.

Table 3 reports the results of testing for unit roots in the level variables as well as in their first difference. In the first, I(0) column of the table the null hypothesis that each variable has a unit root cannot be rejected with the exception of LPOTL variables by both tests. However, after applying the first difference, some tests reject the null hypothesis. Since some of the data appear to be stationary at level and in first differences, no further tests are performed. We, therefore, maintain the null hypothesis that some variable is integrated at level and order one.
Table 3. Unit root test

<table>
<thead>
<tr>
<th>Variables</th>
<th>ADF</th>
<th>PP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I(0)</td>
<td>I(1)</td>
</tr>
<tr>
<td>LC0 MT</td>
<td>-0.7119 (0.8314)</td>
<td>-6.6151 (0.000) *</td>
</tr>
<tr>
<td>LENCN</td>
<td>-1.5229 (0.5111)</td>
<td>-6.3343 (0.000) *</td>
</tr>
<tr>
<td>LGDPC</td>
<td>-1.1264 (0.6950)</td>
<td>-4.9367 (0.0003) *</td>
</tr>
<tr>
<td>LPOTL</td>
<td>-3.1851 (0.0294) *</td>
<td>1.0827 (0.9999)</td>
</tr>
<tr>
<td>LGEXC</td>
<td>0.2503 (0.9722)</td>
<td>-6.2612 (0.0000) *</td>
</tr>
</tbody>
</table>

Notes: * Represents statistically significant at 5 percent level of significance. Figures in parenthesis represent p-value.

4.3. Test results for Cointegration

In Table 4, given the results of unit roots, we now use the Johansen (1988); Johansen (1991); Johansen (1992) and Johansen and Juselius (1990) techniques to test for cointegration between the variables within an ARDL model as specified in Equations [7]– [8]. Before applying the Johansen’s procedure to estimate the parameter, it is necessary to determine the lag-length which should be high enough to ensure that the errors are approximately white noise, but small enough to allow estimation. Since the Johansen procedure is sensitive to the choice of the lag length, we based our decision on the Akaike’s Final Prediction Error criterion and selection.

However, using this lag-length, we tested for normality and absence of serial correlation in the residuals to make sure that none of them violates the standard assumptions of the model. The results show that there is no cointegration thereby accepting the null hypothesis, i.e less than Narayan and Smyth (2005) critical value and further estimating ARDL short run and ECM.

Table 4. Bound test

<table>
<thead>
<tr>
<th>F-statistic</th>
<th>1.82</th>
</tr>
</thead>
<tbody>
<tr>
<td>Significance</td>
<td>10% 5% 1%</td>
</tr>
<tr>
<td>I(0)</td>
<td>2.45 2.86 3.74</td>
</tr>
<tr>
<td>I(1)</td>
<td>3.52 4.01 5.06</td>
</tr>
<tr>
<td>H0</td>
<td>accepted</td>
</tr>
</tbody>
</table>

4.4. Long Run Relationship

Table 5, portrays the long run estimation results of LC0 MT. The coefficient of LENCN means that an increase by one percent of energy consumption causes carbon emission by 51 percent and statistically significant. This finding is consistent with the studies conducted by Fawcett and Parag (2017); Wang et al. (2017); Mousavi et al. (2017) and Nejat et al. (2015).

In addition, the coefficient of LGDPCN described that one percent increase in the level of economic growth will escalate the carbon emission by 64 percent and statistically significant this finding is similar to the study of Panayotou (2016); Kasman and Duman (2015); Begum et al. (2015) and Antonakakis et al. (2017). Thus, an increase in population LPOTL drive energy demand by 46 percent this corresponds to the study by Yeh and Liao (2017). By implication, government spending LGEXC largely increases in order to curtail related environmental pollution. These results are in line with the studies of many empirical findings. For instance, studies by Zhang et al. (2017) and Ottelin et al. (2018).
Table 5. Long Run Coefficients Estimates of Independent Variables LC0 MT Model: ARDL(1,0,0,0,0)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LENCN</td>
<td>0.5107</td>
<td>0.2236</td>
<td>2.2839</td>
<td>0.0187*</td>
</tr>
<tr>
<td>LGDPCN</td>
<td>0.6428</td>
<td>0.2704</td>
<td>2.3772</td>
<td>0.0000*</td>
</tr>
<tr>
<td>LPOTL</td>
<td>0.4652</td>
<td>0.5063</td>
<td>0.9188</td>
<td>0.0004*</td>
</tr>
<tr>
<td>LGEXC</td>
<td>0.3905</td>
<td>0.1202</td>
<td>3.2487</td>
<td>0.0269*</td>
</tr>
</tbody>
</table>

R² 0.985  AIC -4.210
Adj. R² 0.983  D-W stat 1.715
F-stat 417.522  F-prob. 0.000

Note: * represents 5 percent level of significance.

Further, the estimated R-squared in this Model is 99 percent, showing that, the explanatory variable explained the dependent variable by 99 percent. However, the adjusted R-squared reduces the influence of unnecessary explanatory variable by 98 percent in the model. Finally, the F-statistic of 417.52 and 0.000 jointly, the explanatory variable explained the dependent at 5 percent significant level. Durbin Watson statistic is close to two signifying the absence of heteroscedasticity.

4.5. Short Run Relationship

Following the successful estimation of the long run relationships, the study further estimates the short run dynamic of the model. Table 6, shows the computed coefficients of the Model. The estimated energy consumption LENCN coefficient is 0.25, this means that a one percent increase in LENCN will increase the carbon emission by 25 percent and statistically significant. This finding is similar to the studies conducted by Riahi et al. (2017) and Tang and Tan (2015). In addition, the estimated LGDPCN is 0.50, meaning that if there is economic growth carbon emission will rise by 50 percent. In addition, population growth LPOTL aggravates the carbon emission than any other variables in question in the short run. However, government expenditure increases by 5 percent and statistically insignificant in the short run in response to carbon emission.

Table 6. Short Run Estimates: Independent Variable Co Model: ARDL(1,0,0,0,0)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(LENCN)</td>
<td>0.2565</td>
<td>0.2035</td>
<td>1.2601</td>
<td>0.0310*</td>
</tr>
<tr>
<td>D(LGDPCN)</td>
<td>0.5014</td>
<td>0.3685</td>
<td>1.3606</td>
<td>0.0003*</td>
</tr>
<tr>
<td>D(LPOTL)</td>
<td>0.8285</td>
<td>0.5230</td>
<td>1.5841</td>
<td>0.0014*</td>
</tr>
<tr>
<td>D(LGEXC)</td>
<td>0.0539</td>
<td>0.1121</td>
<td>0.4811</td>
<td>0.6338</td>
</tr>
<tr>
<td>ECM(-1)</td>
<td>-0.9139</td>
<td>0.1663</td>
<td>-5.4935</td>
<td>0.0000*</td>
</tr>
</tbody>
</table>

Note: * represents statistically significant at 5 percent level of significance.

The results of the Model clearly show that the coefficient of ECT found to be - 0.91 demonstrating the movement of the economy towards the equilibrium and statistically significant. This characterizes the fast speed to correct long-run equilibrium in a year. Signifying a reasonable long-run correction each year.

4.6. Diagnostic Checking

The appropriateness of specified models could additionally confirm by diagnostic tests to ensure that the results are free from spurious inference. Table 7 displays how the results of a diagnostic test of the ARDL Model.

Table 7. Diagnostic checks of the ARDL Model

<table>
<thead>
<tr>
<th></th>
<th>F-statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heteroskedasticity</td>
<td>1.840</td>
<td>0.1322</td>
</tr>
<tr>
<td>Serial correlation</td>
<td>0.392</td>
<td>0.6142</td>
</tr>
<tr>
<td>Normality</td>
<td>0.137</td>
<td>0.9534</td>
</tr>
</tbody>
</table>
The results from Table 7 establishes that null hypothesis of no autocorrelation, homoskedasticity, and normality of residuals distribution cannot be rejected. For this reason, it is resolved that the model passed the diagnostic test.

Figure 1. Cumulative sum

Note: The straight lines represent critical bounds at the 5% significance level.

Figure 2. Cumulative sum of squares

Note: The straight lines represent critical bounds at the 5% significance level.

5. CONCLUSION

The dependence on fossil fuel energy sources and the environmental consequences of fossil usage have brought attention by both policymakers and the general public for the need to develop a more sustainable energy
consumption mix. This study investigates energy consumption and environmental pollution in Malaysia. However, unit root test shows that the variables are integrated at the level and order one and the bound test prove no long-run relationship amongst the variables, this permit to employed ARDL and ECT.

The findings show that energy consumption as a result of economic growth, and population growth causes environmental pollution in the short and long run. Hence, government expenditure to curtail the pollution need to be improved. In addition, friendly energy use is not sufficient to solve the problem in the short and long run. Further, the economy base on error correction term is robust to adjust itself to equilibrium when there is a deviation. This study confirmed the validity of the pollution haven hypothesis.

Finally, though renewable energy consumption has increased, Malaysia is diversifying on energy sources. It is critical for the development of a sustainable energy consumption mix for policymakers to recognize that policy initiatives must focus on cost effective renewable energy sources and technologies that can effectively compete with fossil fuel based energy sources.
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